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 As traffic conditions become more complex and demanding, traditional methods of traffic 

signal control often fall short. The application of artificial intelligence and machine 

learning algorithms to traffic light timing has proven to be highly promising. This research 

uses reinforcement learning to manage traffic light phases automatically and efficiently, 

enhancing traffic flow and reducing intersection queue lengths. This paper examines the 

effectiveness of deep reinforcement learning techniques in optimizing the adaptive control 

of left-turn phases at urban intersections. The study introduces two deep reinforcement 

learning algorithms and compares the performance of the Double Dueling Deep Q-

Network (3DQN) with the standard Deep Q-Network (DQN). These value-based methods 

in our proposed method use reinforcement learning optimization to determine the green 

duration for each phase and select either the protected or permitted left-turn phase for the 

next cycle. The adaptive control system adjusts traffic light timings in real-time without 

human intervention, ensuring smoother and more efficient traffic flow, significantly 

reducing queue lengths. The 3DQN algorithm uses a target network that updates target Q 

values at a slower rate to stabilize training and minimize errors. The dueling network splits 

the neural network into two parts: one to estimate the expected reward and the other to 

assess the relative importance of each action. Simulations were conducted with both 

uniform and variable car flow distributions, under light and heavy traffic volumes. They 

show that controllers using the 3DQN algorithm outperform the DQN algorithm. The 

results also reveal that the 3DQN algorithm can reduce cumulative vehicle queue lengths 

by at least 26% in all cases, and up to 67% in scenarios with heavy and uniform traffic 

flow. This research is crucial in developing intelligent traffic control systems and reducing 

traffic delays. The study highlights the potential of adaptive control systems using 

reinforcement learning to optimize traffic light timings and mitigate vehicle queue 

lengths, supporting the advancement of intelligent traffic control systems capable of 

adapting to dynamic urban conditions. 
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 مقاله اطلاعات   چکیده 

در کنترل  عمیق استاندارد   Q یشبکه   وعمیق دوئل دوگانه   Q یشبکه   ،یادگیری تقویتیدو روش  عملکرد    در نوشتار حاضر،

با  محور ذکرشده،    -ی مقدار ها. روشاندمقایسه شده تقاطع شهری  یک  های راهنمایی در  تطبیقی فاز گردش به چپ چراغ 

شده  فاز گردش به چپ محافظت  یکی از دوو  را تعیین  یادگیری تقویتی، مدت زمان سبز هر فاز   سازی دربهینه   از   استفاده

های توزیع یکنواخت و متغیر جریان خودروها و با ها برای حالت سازی شبیه .  ندنکانتخاب میبرای سیکل بعدی  را  مجاز    یا

در فرایند    عمیق دوئل دوگانهی  الگوریتم شبکه که    اندداده نتایج نشان  دو جریان ترافیک سبک و سنگین انجام شده و  

توانسته  دوئل دوگانه     Qیشبکه استاندارد عمل کرده است. همچنین، یادگیری با   Qی شبکه یادگیری مؤثرتر از الگوریتم  

و جریان ترافیک    دهدکاهش    ٪ 26کم به میزان  سازی، دست شبیه  های در تمام حالت نقلیه را    ئطوسا  طول صف تجمعی  است

.  رسیده است  ٪67بوده و به    هات حال  ریاز سا  شتر ی بجریان ترافیک سنگین و یکنواخت    در حالت  اخیر  را بهبود بخشد. کاهش

 .کند  فای ا  کیهوشمند کنترل تراف  یها ستم یس  یدر توسعه   ینقش مهمتواند  می   پژوهش حاضر

   31٫04٫1403  دریافت : تاریخ 

04٫11٫3140 اصلاحیه : تاریخ  

   17٫11٫3140   : پذیرش تاریخ

 واژگان کلیدی: 

 ،  یک یچراغ ترافتطبیقی  کنترل  

 فاز گردش به چپ، 

   ،یتیتقو   یریادگی

 دوئل دوگانه.   ی عمیقشبکه 

 مقدمه   .1
محدود به سرما  یشهر   یفضاها  تیعلت  نبود    جاد یا   یبرا  یکاف  یه ی و 

  ی موجود ضرور  لاتیاز تسه  نهیبه  یکنترل و استفاده   د،ی جد  یهارساخت یز

برا  یکی  [1]رسد.نظر می به نقاط مهم    هایتقاطع   ک،ی تراف  انی کنترل جر  یاز 

  ،هگرفت صورت   یرهای مصرف سوخت و تأخ  شیافزا   لیدلبه   ؛ کهدار هستندچراغ 

وجود دارد و ابزار کنترل    کی تراف  انی کنترل و بهبود جر  یبرا  یمناسب  لی پتانس

سه نوع    ی،طورکلبه  [2].موجود است  زین  ،است  یکی که همان چراغ تراف  یمناسب

  یبند)زمان  1شده ی بندزمان  شیوجود دارد. در نوع از پ  یک یکنترل چراغ تراف

هر فاز در    یزمان سبز ثابت برا  کی گذشته،    یکی تراف  یهاثابت( براساس داده 

م گرفته  چراغ شودی نظر  فعال  کنترل  نوع  تقاضا  2.  از  استفاده  از    ییبا  که 

که    ردیگیم  میتصم  کند،ی م  افتیدر  طع در تقا  3یی القا  یحلقه   یآشکارسازها 

ادامه    کی زمان سبز   را  بعد  ای فاز  به فاز  را    ، واقعدر    [3].اختصاص دهد  یآن 

با    یکننده کنترل برا  ،هی پا  یبرنامه   کیفعال  و    کمینه  ،فازها  یهمه   یکه 

  ،قاعده است   کی  ی یه . روش کار بر پا کندی، کار مدارداز زمان سبز   ییبیشینه 

درخو به  توجه  با  فعل  استکه  فاز  در  سبز  زمان  مدت  بر  .  دیافزای م  یتقاضا، 

 
1 Pre-timed signal control 
2 Actuated signal control 
3 Inductive loop detector 
4 Adaptive signal control 
5 Real-time 

  شوند ی م  کی که به تقاطع نزد  یاه ینقل  ئطتوسط وسا  یفاز فعل  یها برادرخواست 

انتظار برا  یفازها  یو برا   جاد یا  گرید   یکردهایدر رو  هینقل  ئطوسا  یمقابل با 

طور  به   یبندنام دارد، زمان   4ی قی که کنترل تطب  زین  ،در نوع سوم  [4].شوندیم

  ی ژگیو  [3].شودیروز مو به   تیر یتقاطع، مد  یفعل  تیخودکار با توجه به وضع

بهتطبیقی  کنترل  یاصل هدفِ    یبندزمان   یسازنه ی،  تابع  به  توجه  با  چراغ 

استن ییتع ا.  شده  پانیدر  و  نظارت  رو  انی جر  شی جا  در    ی کردهایخودروها 

  ذکرشده   دو نوع کنترل  ی. تفاوت اصلردی گیمانند کنترل فعال صورت م  ،تقاطع

  ینیبشیو هم پ  5در لحظه   یکیتراف  یهاهم داده   ،ی قیاست که کنترل تطب   نیا

  ی ق یروش کنترل تطب  [4].ردیگیرا در نظر م  کی تراف  انی در جر  یاحتمال  راتییتغ

حل   مصنوع  یسازنه یبه  یمسئله   کی با  هوش  کمک  الگور  یبه    یها تم یو 

  ها،آن  یاز جمله که    [3]؛داشته است   یادوارکننده یام  جینتا  ن،یماش  یریادگی

به  می الگورروش توان  فاز7ی تکامل  تمی الگور  ای   6ک یژنت  تمی ها  منطق  و ،  8ی ، 

چراغ    یقیکه بر کنترل تطب   حاضری  مطالعه   [5]اشاره کرد.  9ی تیتقو   یریادگی

  یه نیمدت زمان سبز به  ،یتیتقو   یریادگیاست، به کمک  بوده  متمرکز    یکیتراف

. کرده است  نییتقاطع چهارراه تع  کی هر فاز را در  

6 Evolutionary algorithm 
7 Evolutionary algorithm 
8 Fuzzy logic 
9 Reinforcement Learning  

https://doi.org/10.24200/j30.2024.64476.3329
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  ی ها حل راه   دنتوانی م  یونقل در کنار هوش مصنوعهوشمند حمل   یها ستم یس

از    کی  ،قیعم  یتیتقو   یری ادگید.  ن قرن حاضر ارائه ده  یهاچالش   یبرا  یمناسب

است.    کی انسان نزد  یریادگیکه به    ،است  یهوش مصنوع  یهاحوزه   نیترموفق

  خودران،  یونقل خودروهاهوشمند حمل   یهاستم یآن در س   یاز جمله کاربردها 

  ، هاستکاهش سرعت و مانور در تقاطع  ای  ،خط عبور، شتاب رییچراغ رمپ، تغ

پرطرف  تطبآن   نیدارتر که  کنترل  راهنما   یق ی ها  تقاطع   ییچراغ   [ 6].هاستدر 

  ییه بر پا  یریگمیو تصم  یر یادگی  یبرا  ی محاسبات  کردی رو  کی   ی،تیتقو   یریادگی

کامل    یهامدل   ایبه نظارت و    ،ی ریادگی  یکردها ی رو  گریهدف است و برخلاف د 

با تعامل با    کوشدیم  2عامل   کی  ی،تیتقو   یری ادگی در    [7].ندارد  ازین  1ط یاز مح

ممکن    3اقدام   نیو خطا، در هر گام به بهتر   یو به کمک سع  رامونیپ  طیمح

و    کندی را مشاهده م  طیاز مح  4ت یوضع  کی صورت که عامل    نی. به اابدیدست  

دارد. ساختار مدل    در بر  5پاداش   کیکه    ،دهدیاقدام انجام م  کی براساس آن  

تلاش است تا    رعامل د  ،. در واقعشودمیمشاهده    1در شکل    یت یتقو  یریادگی

به  6است ی س  کی تجمع   ،ابدیب  نهیکنترل  پاداش  با    قیاز طر  یتا  تعامل مکرر 

  -ت یهر جفت وضع  ءپاداش موردانتظار به ازا  نیبرسد. ا  میزان بیشینهبه    طیمح

ها  پاداش   نییاز تع  ریمقاد   نییاز آنجا که تع  [3].شودی م  ده ینام  Q8، مقدار  7اقدام 

تقر   اریبس است،  الگور  باًیدشوارتر  دنبال    یت یتقو  یر یادگی  یهاتم یتمام  به 

  ی ری ادگی  یهااز روش   یار یبس  هستند.  نهیبه  ریمقاد   نیتخم  یبرا  ییها روش

در نظر داشت در    دیبا  نیهمچن  هستند.  9تابع مقدار   نیتخم  رامونیپ  یتیتقو 

و تابع مقدار در نظر    استی س  ی برا  یعنوان ورودبه   تی وضع  ،یت یتقو  ی ریادگی

 [7].شودی گرفته م

تطب  یمسئله به  پژوهشگران   به کمک    یق یکنترل  از    یتیتقو   یریادگی چراغ 

  مذکور  مسئله در مطالعات  فیچند تعر  اند. هره کردمختلف توجه    هایجهت 

  ط، یمح  ها،است ی ، سها، پاداش هااقدام  ها،ت یوضع   فیاست، اما تعربوده    کسانی

علاوه  به متفاوت است.    کی در هر    یساز نه یبه  یارها یمع  نیو همچن  ،توابع مقدار

متنوع    یها ع یچهارراه با توز   طی شرا  جادیا  یبرا  زین  یگوناگون   یسازهاه ی از شب

است.  استفاده نتا   [3]شده  به  توجه  ترک  یادوارکننده یام  جی با  ساختار    بی که 

روش  قیعم  یعصب  یشبکه  نوع    یتی تقو  یریادگی  یهاو  دو  است،  داشته 

  است یس  انیگراد   ی یه بر پا   یکی که    شده است،ارائه    یتیتقو   یر یادگی  تمیالگور

د  قیعم مقدار    یمبتن  یگریو  تابع  عاملاستبر  بر   .    ان یگراد  ی یه پا  مبتنی 

  افت ی در  یک یتراف  سازه ی شب  یفعل  تیاز وضع  یالحظه   ریتصو   کی ،  قیعم  استیس

کنترل    ،خود  هایه توسط مشاهد   ق،یعم  استی س  انی گراد  یه ی و بر پا  کندیم

  ریابتدا مقاد   ،بر تابع مقدار  یاما عامل مبتن  ابد؛یی م  مایچراغ را مستق   ینه یبه

 
1 Environment 
2 Agent 
3 Action 
4 State 
5 Reward 
6 Policy 
7 State - action 

  نی شتری و سپس اقدام با ب  زندمی  نیکنترل چراغ را تخم  یممکن برا  هایاقدام 

راهکارها    نیاز بهتر  یکی  ،قیعم  یریادگی  یها. روش کندیمقدار را انتخاب م

داده   هستند  یمسائل  یبرا ز،  ها که  و  دارند  یادیابعاد  استخراج    یها ی ژگیو 

ها با گذر  داده   یخروج  ق،یعم  یشبکه   کی موردنظر دشوار است. پس از ورود به  

ورودبه  هیاز هر لا گرفته    ی یه لا  یعنوان  نظر  در  و  شوندمیبعد    یها یژگیو 

از    Q  یریادگی  قیعم  یشبکه   کی .  دهدیشکل مر ییها هر بار تغآن   یرخط یغ

  نه یکنترل به  استیس  یر یادگی  یو آن را برا  کندمیعامل استفاده    هایه مشاهد

  قیعم  یعصب   یشبکه ،  Q  قیعم  یریادگی  یروش شبکه   ،برد. در واقع ی کار مبه

  کند یم  قی ( تلفی تیتقو   یریادگیبدون مدل در    تمِیالگور  کی )  Q  یری ادگیرا با  

. تفاوت  ابدیموردنظر عامل را ب  استیس  جهیمقدار و در نت  -تا بتواند تابع اقدام 

  -استی )س  استیس  ییه محور( و بر پا  -بر تابع مقدار )مقدار   یمبتن  کردیدو رو

  نیاست. به ا   یقابل بررس   Q  قیعم  یری ادگی  ی ه شبک  ییه لا   نیمحور( در آخر

تابع مقدار   یمبتن  کردیصورت که در رو   ی ریادگی  یه شبک   ییه لا  نیآخر   ،بر 

(  Q)مقدار   ینورون خروج  یمتصل با تعداد کاملاً یخط ییه لا ک، ی Q قیعم

  یهدو مجموع  ،آخر  ییه که در مدل دوم، لا  یمتناظر به هر اقدام است. در حال 

  ی عنی )  هااقدام   یاحتمال بر رو  عی که منجر به توز   یکی   دهد،ی را نشان م  یخروج 

که منجر به    است،  منفرد  یخط   یگره   کی   یگریو د  شودمی (  استی همان س

  کی   دن کوشی م  استیس  انیگراد   یها. روششودی مقدار م  -تیتابع وضع  نیتخم

صورت    نی. به اسازند  نهیبه  ینزول  انی شده را با روش گرادی پارامتر   استی تابع س

 . هستند  هااست یس  یدر فضا   نهیبه  است یس  یر یادگیبه دنبال    ماًیکه مستق 

  ی ریادگی   یکاربردها  ،یواقع  یا یدن  طیدشوار برداشت داده در مح  طی علت شرابه

تراف  یبرا  یتیتقو  ،  SUMO  10.  شودیاجرا م  سازه یدر شب  یک یکنترل چراغ 

ا  یکیتراف  سازه یشب  نیترمحبوب  است.  باز  کتابخانه   سازهیشب  نیمنبع    یبا 

TraCI11   [6].کندی را فراهم م  طیامکان تعامل کاربر با مح  ،تونیدر پا 

و    بسیاری  تی اهم  ،تیوضع  فی تعر دستگاه دارد    ی کیتراف  زاتیتجه   یهابه 

ی  در مطالعه   [6].اردد   یادیز   یبستگ  یاو آشکارساز حلقه   نیمانند دورب  ،گوناگون 

به    یورود   ر،یصورت تصو به   هات یوضع  ش ینما  [3](،2017موسوی و همکاران )

  ییه و سپس تغذ  رهیصورت با ذخ  نیاست. در ا  یچشیپ  یعصب   یشبکه   کی

  فقط نه    ،یمتوال   هایه از مشاهد   یریبا تصاو  یچش یپ  قیعم  یه شبک   یهاه یلا

  تداد، بلکه سرع   صیو حضور خودروها را در هر خط عبور تشخ  تیموقع  توانیم

  ستمی س  ی برا  تی به عنوان وضع  یاطلاعات ارزشمند  زیها نو جهت حرکت آن 

ممکن، اختصاص فاز سبز به معبر    هایاقدام   زین  یدر هر گام زمان  خواهد بود.

ا  یغرب  -ی شرق  ای  یجنوب  -ی شمال حال  نیاست.  که  یدر  مطالعه   است    یدر 

  ی ریگم یتصم  یاه یثان  کی  یدر هر گام زمان  [2](،2020و همکاران )  12اریکسن 

ادامه    شودیم در    داده شود.  سبز زمان  ،گر یبه جهت د  ای   ابدی که زمان سبز 

  ی معرف  هات ی وضع  یبرا  ید یجد   فیتعر  [8](،2017و همکاران )  13طوبی   پژوهش

استشد  به  در  برا  یبیشینه   ،مطالعات   شتری.  فاز  هر  در    فی تعر  یطول صف 

از    یقدرتمندتر  شی نما  ،صف  کی تعداد خودروها در    رایز  رود؛ی کار مبه   تیوضع

ز در  ین  هی نقل  ئطد. اما اگر ابعاد وسانموارد دار  گرینسبت به د   یکیتراف  تیوضع

8 Q-Value 
9 Value Function 
10 Simulation of Urban MObility 
11 Traffic Control Interface 
12 Eriksen 
13 Touhbi 
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نشود،   گرفته  برا  تواندی م  یریادگی نظر  شود.  مشکل  در    یدچار    ک ی نمونه، 

  یخودرو   کی   ای  یسوار   یاز تقاطع ممکن است دو خودرو  یمتر  10  یفاصله 

باش  نیسنگ داشته  فرض  ن وجود  صورت  در  که  عملکرد    ذکرشدهد  وجود  با 

از    اخیری  . مطالعه داشته باشند  کسانی تقاطع، طول صف    طیمتفاوت در مح

  ک یطول صف در    انگریکه ب  ،بهره برده است  14مانده یبه نام صف باق  یمفهوم

  دن دهی نشان م  پژوهش مذکور  جیبر طول خط عبور است. نتا  میخط عبور تقس

  ر،یتقاطع و متوسط تأخ  یاتیاز جهت توان عمل  تیوضع  یبرا  دی جد  فی که تعر

بالا  ژهیوبه شرا  هینقل  ئطوسا  یدر حجم  خوب  یکیتراف  ریمتغ  طی و    یعملکرد 

که  اند نکته پرداخته  نیا یبه بررس [9](،2019و همکاران ) 15ژنگ داشته است. 

  ریمانند تصاو   ، ده ی چیپ  یهاش ی به کاربرد نما  یلزوم  هات یوضع  فیتعر   یبرا  ایآ

  ندیندشدن فرا موضوع ممکن است باعث کُ  نی. چه بسا که ا ریخ  ایوجود دارد  

ز نداشته  ین  یتوجهقابل  یکه ثمره   یشود، در حال   یتیتقو   یریادگی آموزش در  

اخیرباشد.   برقرار  در نوشتار  ب  یبا    ی کردهایو رو  یتیتقو   یر یادگی  نیارتباط 

  ک، ی تراف  کنواختی  انیکه با فرض جر   ه شده استنشان داد   یونقلمعمول حمل 

زمان سفر    یسازنه یمعادل به  یت یتقو  یر ی ادگی عنوان پاداش در  طول صف به  اولاً

خط عبور به    هرکه تعداد خودروها در  ن یاست؛ دوم ا   یونقلحمل   یهادر روش 

. با داشتن  دهدی شرح م  را کاملاً  ستمیس  ییای پو  ،چراغ  یهمراه اطلاع از فاز فعل

 . ابدی دست    نهیکنترل به  استی به س  تواندی عامل م  ،ی اخیرژگیدو و

چراغ به    یقیکنترل تطب  یبار مسئئله نیاول  یبرا  [10](،2011و همکارش ) 16لا

  تمیالگور  .انئدکرده یتئابع بررسئئئ   بیئ بئا تقر ی راتیتقو  یریادگیئ   تمیکمئک الگور

کئه بئه    ،اسئئئت  یتیتقو  یریادگیئ   یهئاتمیالگور نیتراز مهم  یک، یQ  یریادگیئ 

اقدام    -تیوضئع  یفضئا  یابعاد گسئترده  نی. همچنشئودیهمگرا م  نهیبه  اسئتیسئ 

  ییکارا   یتابع برا  بیتقر  یهاروش  یریکارگکنترل چراغ موجب به  یدر مسئله

از انواع    یکیاز    [11](،2016و رضئئئوی )  17جندرز  شئئئده اسئئئت.  یمحاسئئئبات

  کی عنوان  مقدار به  -تابع اقدام  در آنکه    ،نداهتوابع اسئتفاده کرد  ی گرهابیتقر

  ی،مصئنوع  یعصئب  یهاشئبکه  رای. زشئودیمدل م قیعم  یچشئ یپ  یعصئب  یشئبکه

 تابع دارند.  بیتقر  یبرا  یخوب  تیقابل

پاداش    یتابع مناسب برا  کی انتخاب    ق،یعم  یت یتقو   یریادگیاز مشکلات    یکی

  به تابع   عی و سر  داریپا   یریادگی   کی   یخصوص که بازخورد به عامل برااست؛ به 
  ی خطوط عبور  یهای ژگ یاز و  یجمع وزن  تواندی پاداش م  دارد.  یبستگ  مذکور

مشخصات   یورود باشد.  تقاطع  تأخ  :شامل  ی،به  صف،  انتظار    ر،یطول  زمان 

  ،از تقاطع   یعبور  یچراغ، تعداد خودروها   یفاز فعل  یبرا  1و    0  ریروزشده، مقادبه
کنترل   یمعمولاً هدف مسئله  [12].انداز آن جمله هینقل ئطو کل زمان سفر وسا

پاداش  تابع   ر،یتأخ  یخودروها در تقاطع است. به جا  ریتأخ  سازیکمینه چراغ، 

  نیاز تقاطع ب  یخروج   یتعداد خودروها  (، 2022ی ژنگ و همکاران )در مطالعه 
  یریگبهره   ،که هم در زمان آموزش مدل  ه است،شد  فیتعر   یمتوال   یدو گام زمان

مطالعات    شتریب  درشده  از آن آسان است و هم برخلاف توابع پاداش استفاده 

رفتار عامل ارائه دهد.    هی تنب  ای  قیتشو   یبرا  یمناسب   جیمدت نتادر کوتاه   تواندیم

  جیتدر به   تواندیاما م  ،ست ین  ریبراساس تأخ  پاداش  جالب توجه است که تابع
مختلف پاداش    فی تعار  لیبا تحل  [13]شود.متوسط خودروها    ریموجب کاهش تأخ

  ئط که عملکرد توابع پاداش به حجم وسا  افتیدر   توانیم  یت یتقو  یریادگ ی در  
  شده استفاده   زاتیتجه  زیو ن،  GPSمجهز به    ییه نقل  سائطدر تقاطع، و  هینقل

 
14 Residual queue 
15 Zheng 
16 La 

مانند    یتصور کرد که برداشت موارد  توانیتقاطع وابسته است. م  شیپا  یبرا

  ئطوسا  ای  یریمانند نظارت تصو   ی،ترشرفته ی پ  واتبه اد  طیاز مح  یتجمع  ریتأخ

 [8].دارد  ازین  GPSمجهز به    ییه نقل

مختلف  های  ت به حرک  یافضا و زمان را به گونه  کوشندیمدار  چراغ   یها تقاطع 

و همکاران    18هان  [14].شود  نیتأم  یو کارآمد  یمنیکه ا   دهند  صیتخص  ی کیتراف

ها، روش  در تقاطع   ادهی با درنظرگرفتن مسائل مربوط به عابران پ  [15](،2022)

به کمک   با جنبه   یت یتقو  یری ادگیکنترل  در  اندکرده   بیترک  یمنیا   یهارا   .

مذکور، پ  روش  عابران  انتظار  ن  ادهیزمان  تقاطع    یعبور   یخودروها   زیو  از 

  اندرکنش اوقات،    یکه گاه  یحال   درزمان در نظر گرفته شده است.  هم طور به

  های تواند خطری مخالف م کیتراف  انیبه چپ و جر گردش ی یه نقل ئطوسا نیب

  چراغ  یدارا   یها تقاطع   ییو کارا  یمنیا  ش ی افزا  ی، برابنابراینکند.    جادیا  یمنیا

برا  یفازها  انتخاب،  یی راهنما    اری تقاطع بس  یرها یتأخ  سازیکمینه   یمناسب 

  یمن یا  درعوامل مؤثر    یبررس  در  (،2014زاده و همکاران )افندی  [ 14].مهم است

و    لاتیتسه  ،یرساختیز  ،یعوامل انسانی مانند:  عوامل  تیاهم  زانیها، متقاطع 

  ن یی تع  یمراتبسلسله   لیبا استفاده از روش تحل  ی راکیو عوامل تراف  زات،یتجه

دریافته   کرده  که  و  تجه  لاتیتسه  رگذاریتأثعوامل  اند  زم  زاتیو    یه ن یدر 

  ،ییچراغ راهنما  یفازبند  ،یینوع کنترل چراغ راهنما  ک،یکنترل تراف  زاتیتجه

پ  یشگرها ینما وسا  ادهیعابران  روشنا   ،تابلوها  ها،ی کشخط   ه،ینقل  ئطو    یی و 

  یو در مرتبه   داشتهرا    تی اهم  نیشتریب  ،نوع کنترل چراغ  ان،یم  نیهستند. در ا 

چراغ در    یشگرهایدوم و نما  یچراغ در مرتبه   یفازبند  ،گرفته استاول قرار  

  ی کیعوامل تراف  تیاهم  زانیم  یبا بررس  ن،ی. همچناندگرفته آخر قرار    یمرتبه 

تردد در    بی اول، ترک  یکه حجم گردش به چپ در مرتبه   ه استمشخص شد

در    ،سوم  یدر مرتبه   کی تراف  انیدوم، جر   یمرتبه  راست  به  و حجم گردش 

  ی هامناسب چراغ   یو طراح   یر یکارگبه   ،نیابنابر  اند.داشته آخر قرار    یمرتبه 

  یها تقاطع   ییو کارا  یمنیدر بهبود ا   یاز عوامل اصل  یکیعنوان  به   یی،راهنما 

 [ 16]ه است.دار شناخته شد چراغ 

مطالعه   یامسئله  در  حاضرکه  است  یبررس  ی  شبکه شده  عملکرد  دوئل    ی، 

  ک یدر    یکی چراغ تراف  یق یکنترل تطب  ی برا  قیعم  ی تیتقو   یریادگی دوگانه در  

  ، تقاطع  یاست. هر ورود بوده چراغ    یمتوال  یهاکل یدر سی در تقاطع چهارراه

  ، به تقاطع  یورود   انیکه جر   ستا  بوده  ن یو فرض بر ا  داشته  یسه خط عبور

،  گامچراغ در هر    یکننده بالادست قرار ندارد. عامل کنترل  انی جر  ری تحت تأث

شامل    تواندی م  تیوضع  نی. ا کندیدار( را مشاهده م)تقاطع چراغ   طیمح  تیوضع

  یگردش   هایت با هدف کاهش تداخل حرک   باشد.  یک یمختلف تراف  یپارامترها 

که    ،منعطف ارائه شده است  یروش فازبند  کی مخالف،    یهاان یخودروها با جر

  مذکور  . روششودی م  نییتع  یتیتقو   یر یادگی   گریعامل د   کی توسط    کلیهر س

از    کی تراف  تیرا بسته به وضع   کلیهر س  یتعداد فازها  رییامکان تغ  فراهم و 

در هر    ب،ی ترت  نی. به اکندیفاز مختلف استفاده م  4  یبیشینه تا    2  یکمینه 

  .شودی کاهش زمان انتظار خودروها انتخاب م  یفازها برا  ینه یبه  بی ترک  کل،یس

  یر یادگی  یمناسب در حوزه   تمیالگور   کی به    یابی ، دستی حاضرهدف از مطالعه 

تطب  یبرا  قیعم  یتیتقو  راهنما   یقی کنترل  نوآور  استفادهبا    ییچراغ    ی از 

به    نوشتار حاضراست.  بوده  گردش به چپ(    یفازبند  یساز)منعطف   یشنهاد یپ

. اگرچه  پرداخته است  یک یتراف  یهاچراغ   یفازبند  یه نیبه  یهاب یترک   ییشناسا 

17 Genders 
18 Han 
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  ی ناش   هایبه تداخل   یاژه یاما توجه و  ،نبوده است  یمنیا   شیآن افزا  یاصل  هدف

  ن،یبر اعلاوه   .داشته است  ییروبرو  هایت و حرک   هی نقل  ئطاز گردش به چپ وسا

گردش به    هایتمربوط به حرک  یبهبودها  یابیعمدتاً بر ارز  مطالعات پیشین

  اطلاعات   هاداده این    اما  ،اندتصادف تمرکز داشته   یخی تار  یهاچپ براساس داده 

که بتوانند تعادل    ییابزارها   جادیا  ن،یبنابرا  نمی دهندارائه    یاکننده ینیبش یپ

فاز گردش به   نیبهتر  نییبرقرار کنند و تع  طعتقا  ییو کارا  یمنیا  نیب  یمناسب

 دارد.   ییبالا  تی اهم  ،سازند  لی چپ را تسه

ی کنترل تطبیقي چراغ مدل یادگیری تقویتي در مسئله  .2

 راهنمایي
  ی . گام زمانبا  یکیتراف  یهاچراغ   یمنعطف برا  یفازبند  ی، نوعی حاضردر مطالعه 

  یمدت زمان سبز هر فاز شامل چند گام زمان   شده ودر نظر گرفته    یاه یثان  10

گردش به    هایت است. حرک  بوده  ثابت  کلیفازها در هر س   بی. ترتبوده است

صورت  به   ای(  یغرب  -ی شرق  ای  یجنوب  -یشمال مقابل معابر )  یهای ورود   یچپ برا

  ا ی  شدهو گردش به راست انجام    میمستق  هایت مجاز در فاز مشترک با حرک 

گردش به چپ    یفاز مجزا و از خط اختصاص  کی شده در  صورت محافظت به

گردش به چپ در   یچهار انتخاب مختلف فازبند ن،ی. بنابراگرفته استصورت 

 ه است: وجود داشت  کلیهر س

 ؛: مجازیغرب  -ی: مجاز/ شرقیجنوب  -یشمال •

 ؛: مجازیغرب  -یشده/ شرق: محافظتیجنوب  -یشمال •

 ؛شده: محافظتیغرب  -ی: مجاز/ شرقیجنوب  -یشمال •

 .شده: محافظتیغرب  -یشده/ شرق: محافظتیجنوب  -یشمال •

حاضردر   برا استفاده   یهاداده   ریمقاد   ،پژوهش  تطب  یشده  چراغ    یق یکنترل 

شده از تقاطع بلوار کشاورز و وصال  برداشت   یواقع  یها براساس داده   ییراهنما 

از سازمان    یافت یاند. اطلاعات در شده   یسازاده یپ  سازه یدر شب  ،در تهران  یراز یش

تا    7:30اوج صبح )  اعتکه در طول س  داده استتهران نشان    یشهردار   کیتراف

 ی واحد خودرو سوار  5506،  1402در سال    یز ییپا  یروز معمول  کی ( در  8:30

(PCU)   و چپ انجام    ،میراست، مستق  هایت و حرک  شده  مذکور  وارد تقاطع

تردد در    یدر مرکز شهر و حجم بالا  اخیر  تقاطع  تی توجه به موقع  با  .اندداده 

خودروها تعداد  کشاورز،  هدف    لی تعد  شدهی سازه ی شب  یبلوار  است.  شده 

از   یار یبس انگری که نما ،است بوده سازه ی در شب یطی مح جادیا ی حاضر،مطالعه 

تقاطع    یو هندسه   یعبور   یتعداد خودروها  ن،یباشد. بنابرا  یشهر  یها تقاطع 

ورود    ساز،ه یشب  طیمح  در  اند.شده در نظر گرفته شده ل یتعد   یاصورت نسخه به

  ان ی . نرخ جراندشده انجام    کنواختیو    بلیو  ریمتغ  عی خودروها به تقاطع با دو توز

خودرو در    2000  ،ادیز   کیو در حالت تراف  1000  ،کم  کی در حالت تراف  یورود

 ساعت لحاظ شده است.  1  زین  یساز ه ی. زمان شبشده استساعت در نظر گرفته  

 هاتیوضع شیو نما طیمح . .21
  ک ی که شامل    ،ورود خودروها از هر جهت است  یتقاطع شامل سه خط عبور برا

  ک ی و    ،گردش به چپ  یبرا  خط  کیگردش به راست،    یبرا  یخط اختصاص 

تقاطع چهارراه    طیتقاطع است. مح  یمتر  100در    میحرکت مستق  یبرا  خط

  یاحلقه   یآشکارسازها  تیو به همراه موقع  یسازاده یپ  SUMO  سازه ی در شب

 داده شده است.   شینما  2در شکل  

اند،  از خطوط قرار داده شده   کی که در هر    ی،احلقه   یبا استفاده از آشکارسازها

  ی زمان  یهاتقاطع را در گام   کردیاز هر رو  یعبور  یتعداد کل خودروها  توانیم

  ان ی جر  تیوضع  لیتحل  یبرا  توانندیم  ی اخیر هاکرد. داده   یآورمشخص جمع 

. فلوچارت روش کنترل  شوند  استفاده  ی ت یتقو  یریادگی و استفاده در    کیتراف

 . شودمشاهده می   3در شکل    ییچراغ راهنما

  ی فعل  کلیس  انی بعد در پا  کلیس  یگونه که اشاره شد، انتخاب نوع فازبندهمان 

م اشودی انجام  در  با   نی.  چند    دیراستا،  کرد  عاملبه  تقاطع،    تیظرف  :توجه 

 
ی. احلقه یآشکارسازها تیتقاطع چهارراه و موقع طیمح. 2 شکل   

یي. فلوچارت روش کنترل چراغ راهنما. 3شکل    
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تار   ی،هندس  یها ی ژگیو کهتصادف  یه خچ یو  در    وهستند    یمعمول  عوامل  ؛ 

گرفته    دهی ناد  دی که نبا  گرید   عامل  کی. اما  شوندمیاستفاده    یانتخاب فازبند

  دهد ی نشان م  ؛ کهضرب حجم گردش به چپ و حجم مخالف استشود، حاصل 

عامل  و مهندسان از    پژوهشگراناز    یاری است. بس  دهیچیچقدر تقاطع شلوغ و پ

  [ 14].کنندی استفاده م  یفازبند   یهاانتخاب طرح   یبرا  یاصل   اریعنوان معبه   اخیر

گردش به چپ در    هایت حرک  انیضرب نرخ جر ابتدا حاصل   ،ترق یصورت دقبه

گردش به    هایت با حرک  میحرکت مستقدر  که    ،مقابل   یخودروها  انینرخ جر 

به    گریبار د  کی  لذا.  اندشده محاسبه    کردی، در هر چهار رواندداشته چپ تداخل  

فازبند   ی،تیتقو   یر یادگیکمک   استانتخاب    ینوع  اشده  به  که    نی.  صورت 

در نظر گرفته    تیعنوان وضعبه   کرد،یرو  4هر    یبرا  ذکرشده  یهاضرب صل حا

  ی زمان سبز و نوع فازبند  یر یادگیشده توسط عامل  مشاهده   تیوضع  .شده است

 .شودمشاهده می  4شکل    که در   ،لفه استؤم  5و    10بردار با    کی در واقع  

 هااقدام یمجموعه . .22
ها و دریافت پاداش در پایان  ی وضعیتعامل یادگیری تقویتی پس از مشاهده 

ی دیگر یا  ثانیه   10ای، تصمیم به تمدید زمان سبز برای  ثانیه   10هر گام زمانی  

می بعد  فاز  به  صورت  رفتن  تقویتی  یادگیری  کمک  به  اقدام  انتخاب  گیرد. 

برای وقتی که    0وجود دارد. عدد    1و    0پذیرد. به این صورت که دو اقدام  می

برای  اختصاص آن به فاز بعدی. اگر عامل    1شود و عدد  زمان سبز تمدید می

زرد و سپس   زمان  ابتدا  بگیرد،  بعدی  فاز  به  زمان سبز  اختصاص  به  تصمیم 

تفاوت زمان انتظار در  ی ذکرشده،  ثانیه   10طی خواهند شد. در پایان    قرمزتمام 

پادبه  ی و فعل  یقبل  کلیس آنی )مربوط به گام زمانی  عنوان  ای(  ثانیه  10اش 

ساعته(    1  یساز ه ی )شب  زودیاپ  100تعداد    ؛ که در پژوهش حاضر،ندیآی مدست  به

که با داشتن پاداش  این تذکر لازم است  .  شده استدر نظر گرفته    یریادگی  یبرا

که    توانی م  ،یسازه یساعت شب  1در طول    یزمان  یهاگام   یآن مشاهده کرد 

  ی سازنه یدر جهت به  زودهایچگونه با گذشت اپ  یت یتقو  یریادگیعملکرد عامل  

 .کندی م  رییها( تغ پاداش   یسازبیشینه )

گونه که اشاره شد، در پایان هر سیکل، انتخاب نوع فازبندی سیکل بعد  همان 

به کمک یادگیری تقویتی عمیق انجام پذیرفته است. چهار نوع فازبندی در نظر  

نوع آن انتخاب    نیترمناسب گرفته شده و سعی بر این بوده است که این بار نیز  

در   پیشنهادی  منعطف  فازبندی  می  5شکل  شود.  ابتدا  مشاهده  شود. 

های گردش به چپ در نرخ جریان خودروهای  ضرب نرخ جریان حرکت حاصل 

اند، به  های گردش به چپ تداخل داشته مقابل با حرکت مستقیم، که با حرکت 

است.  نظر گرفته شده  در  به عنوان وضعیت  قبل  فازبندی سیکل  نوع  همراه 

نظر گرفته شده    سپس یک تعریف پاداش برای عامل انتخاب نوع فازبندی در

 است، که تفاوت زمان انتظار در سیکل قبلی و فعلی بوده است. 

 تابع پاداش . .23
صورت  عامل به   یپاداش برا  فیتعر   کی باشد،    زمان انتظار خودروها  waitاگر  

گرفته    1ی  رابطه  نظر  استدر  اشده  به  م  نی.  عامل  که  با    کوشدی صورت 

 . بخشدعملکرد خود را در انتخاب اقدام مناسب بهبود    آن،  سازیبیشینه 

 (1) 1t t tr wait wait−= −   

هر چه مقدار پاداش    زودهایتعداد اپ  شیبا افزا   ،یپاداش تجمع  فیبا توجه به تعر 

عامل  شتریب بهتر  مذکور  شود،  نشان    یت یتقو  یریادگیدر    یعملکرد  از خود 

 و برعکس.    دهدمی

 مدل یادگیری . .24
است که    یای پاداش تجمع  سازیبیشینه گونه که اشاره شد، هدف عامل  همان 

 هاست:حالت، حاصل جمع پاداش   نیتردر ساده ، که  کندی م  افتیدر درازمدت در 

(2) 1 2  t t t tR r r r+ ++ + +    

ب  یریجلوگ  یبرا تجمعی،ت ینهای از  پاداش  مقدار  تخف  شدن  استفاده    فی از 

را انتخاب کند که مجموع    عملیاتی  کندی م  یعامل سع  ،آنبراساس    ؛ کهشود یم

 برسد:  میزان بیشینهبه    کندیم  افتیدر   ندهی که در آ  یف یتخف  یهاپاداش 

(3) 
𝑅𝑡 ≐ 𝑟𝑡 + 𝛾𝑟𝑡+1 + 𝛾2𝑟𝑡+2 +  ⋯

=∑  

∞

𝜏=𝑡

𝛾𝜏−𝑡𝑟𝜏 

 
  :که  لیاست به نام نرخ تنز   یپارامتر   ، ه در آنک 0   𝑅𝑡همچنین،  .  1

 شود: محاسبه می   4ی  مطابق رابطه 

(4) 
𝑅𝑡 ≐ 𝑟𝑡 + 𝛾𝑟𝑡+1 + 𝛾2𝑟𝑡+2 +  ⋯

= 𝑟𝑡 + 𝛾(𝑟𝑡+1 + 𝛾𝑟𝑡+2 +  ⋯)
= 𝑟𝑡 + 𝛾𝑅𝑡+1 

 . مرتبط هستند  گریکد یبا    یابه گونه   یمتوال   یزمان  یهادر گام   tRبنابراین،  

م    یتصادف  استیس  کی که طبق    یعامل  یبرا مقادکندیرفتار  جفت    ری ، 

)اقدام    -تیوضع , )s a  تیو وضع  s    شوندیم  فیتعر  6و    5روابط  به صورت : 

(5)    
( , ) [ | , , ]tQ s a E R s a =    

(6) ( )( ) [ ( , )]a sV s E Q s a 
=     

  کی انجام    تیمز  تیکم  نییتع  یبرا  ی ( روش Qاقدام )تابع    -تی تابع مقدار وضع

تابع مقدار   و  است  نیمع  تیوضع  کی اقدام خاص در     زان یکه فقط م،  Vبا 

زمان   یریادگیشده توسط عامل مشاهده یها تیوضع  یهالفهؤ م. 4شکل 

 ی. سبز و نوع فازبند

 

State representation for the phasing type learning agent State representation for the green time learning agent 

Product of the left-turn flow rate of the westbound approach and the 

corresponding opposing through flow 
Flow rate of vehicles in the westbound approach 

Product of the left-turn flow rate of the northbound approach and the 

corresponding opposing through flow 
Flow rate of vehicles in the northbound approach 

Product of the left-turn flow rate of the eastbound approach and the 

corresponding opposing through flow 
Flow rate of vehicles in the eastbound approach 

Product of the left-turn flow rate of the southbound approach and the 

corresponding opposing through flow 
Flow rate of vehicles in the southbound approach 

Cycle’s phasing type Left-turn flow rate of the westbound approach 

 Left-turn flow rate of the northbound approach 

 Left-turn flow rate of the eastbound approach 

 Left-turn flow rate of the southbound approach 

 Current cycle’s phasing type 

 Phase number in the current cycle 

 

      
ی.شنهادیمنعطف پ یفازبند. 5شکل       
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ی با توجه به معادله   .متفاوت است،  زندیم  نیرا تخم  𝑠  تیوضع  کی بودن  خوب 

ی )مطابق  بازگشت  رتبه صو  ای نویسی پوبا استفاده از برنامه  توانیرا م  Qتابع    ،4

 محاسبه کرد:   (7ی  رابطه 

(7 ) 
( )( , ) [ [ ( , )] | , , ]s a sQ s a E r E Q s a s a

 
     = +   

آن در  وضع  ریمقاد  ،که  )اقدام    -تیجفت  , )s aفعل گام  مقاد  یدر    ر یو 

( , )s a قیعم  یشبکه   یاساس  مفهوم  .هستند  یدر گام بعد  Qتابع    افتن، ی

Q و بازده موردانتظار هر   ردیگیرا م یفعل تیوضع یعنوان ورودکه به ،است

  تواند ی م  طیمح  کی با توجه به    نهی. تابع مقدار اقدام بهدهدی م  یاقدام را خروج 

 [ 18]:شود  انیب  8ی  صورت رابطه به   بلمن به صورت  یبا استفاده از معادله 

(8) 
*( , ) [ max ( , ) | , ]s

a
Q s a E r Q s a s a




 = +    

  نیتخم  یبرا  یرخط یغ  بیتقر   کی عنوان  به   یعصب  یاز شبکه   ،پژوهش حاضردر  

را به عنوان    تیاز وضع  شینما   کی . شبکه،  شده استاقدام استفاده    -تابع مقدار

برا  ردیگی م  یورود اقدام ممکن    یو  از مقاد  کیهر    یرا خروج   Q  ریبردار 

  ، وجود دارد  Qمقدار    کی   های ذکرشده،از اقدام   کی هر    یبرا  ،نی. بنابرادهدیم

تصم بار  هر  در  اق  یریگم یکه  ب  دامعامل،  مقدار  م  شتریبا  در  شودیانتخاب   .

  ی عصب  یشبکه   کی ، از  پیشین  یها از پژوهش  یاری مانند بس  ی حاضر،مطالعه 

برا  Qمقدار    نییتع  یبرا  قیعم از    یاستفاده شده است.    کی آموزش عامل 

اقدام    ،یقبل  تیوضع  یی:که شامل چهارتا   شده است،ها استفاده  مجموعه از نمونه 

مجموعه از    نیدر هر گام است. ا  یفعل  تیو وضع  ،شده(، پاداش)انتخاب   یقبل

. در  شودی برداشته م  ی صورت تصادفتر به نام حافظه بهبزرگ   یمجموعه   ک ی

تا انتخاب اقدام    تیوضع  یعامل در هر گام، از مشاهده   یپس از تجربه   ،واقع

به    یفعل  تیو وضع  ،اششده(، پاد)انتخاب   یاقدام قبل  ،یقبل  تیمناسب، وضع

  تر ی میقد  یهاتجربه  زیآن ن یرشدن اندازه . پس از پُشودی حافظه افزوده م نیا

  ی عصب  یشبکه   کی . از  شوندیم  نیگزی جا   دی جد  یهاحذف و تجربه   جیتدربه

تا بتوان   ،شده است استفاده هااقدام Qبه مقدار  هات یتناظر وضع یبرا قیعم

 .  کرداعمال    ار  یت یتقو  یری ادگی  یفرمول اصل

گونه به  فر  یطراح  یامدل  طول  در  که  است  نمونه  ندایشده    ی هاآموزش، 

  افتی در   یاند، به عنوان ورود را که از حافظه استخراج شده   هات یاز وضع  یتصادف

مطالعه  در  حاضر کند.  شبکه ی  ترک  یعصب  ی،  لا  یمختلف  یهاب یبا    ها، ه ی از 

که منجر به    ییهاشده است. براساس تلاش  شیآزما  یسازو توابع فعال   ،هاگره 

شده    یساز اده ی پنهان پ  ییه لا  3با    یند، ساختاراه بهتر شد  یهاکسب پاداش 

ترت  است، به  است  64و  ،  32،  16شامل    بیکه  تابع    ییه لا  در  .گره  از  اول 

  ،( یینها  ییه )از جمله لا  یبعد  یهاه یاستفاده شده و در لا SELU یسازفعال

به    زند،یم  نیرا تخم Q ریکه مقاد   یینها  ییه کار رفته است. لابه  ReLU تابع

  ی، پس از مشاهده ی اخیرممکن گره دارد. با استفاده از شبکه  هایتعداد اقدام 

 
19 Deep Q-Network 

شب  تیوضع ب  ک،ی تراف  سازه ی در  انتخاب    نیبالاتر  ااقدام  استمقدار    .شده 

ارائه    1در جدول    قیعم  یت یتقو  یریادگی در مدل    شدهاستفاده   یابرپارامترها 

انتخاب زمان سبز و   ی هر دوبرا مذکور  تمیتوجه است که الگور  انی . شااندشده 

 . شده استاستفاده    ینوع فازبند 

چراغ  به تطبیقی  کنترل  در  دوگانه  دوئل  الگوریتم  عملکرد  ارزیابی  منظور 

مقاد   راهنمایی، ی   DQN3ی  شبکه   برعلاوه  Q ریبرداشت    یشبکه   کاز 

DQN19 گرفته  نیز شبکه است  انجام  دوگانه،  ی.  الگور  یب یترک  دوئل    تم یاز 

 : دوگانه و دوئل است Q قیعم  یشبکه 

هدف، مقدار   Q به مقدار  دنیرس  یدوگانه برا Q قیعم  یمدل شبکه   .1

طر  ینه یبه از  را  به  یشبکه   قیاقدام  مهدف  بهآوردیدست    تر،ق یدق  انیب. 

  ت یتثب  ی برا   Q قیعم  یریادگی   یهااست که در شبکه   یهدف روش  یشبکه 

ی  ها ، در شبکه ه استاشاره شد  شتریگونه که پ. همان شودی آموزش استفاده م

  ن ی. در حشودی زده م  بی تقر  یعصب  یشبکه   کیبا   Q مقدار، تابع  ذکرشده

 مقدار  نیب  یکه خطا   شوندی م  یبروزرسان  یاشبکه به گونه   یهاآموزش، وزن 

 Qو مقدار  شدهی نیبش یپ Q  م  ،هدف بلمن محاسبه  فرمول  با    شود،ی که 

و هدف از    شدهی نیبش یپ Q ریمقاد  نی تخم  ی. اما از آنجا که براابدیکاهش  

؛  در آموزش شود  یداری ممکن است باعث ناپا  لذا  شود،ی م  ستفادهشبکه ا   کی

در   یاصل  یهدف متفاوت از شبکه   یشبکه  کی ،  ی مذکورحل مسئله   ی برا  که

  یول  ،دارد   یاصل  یهدف ساختار مشابه با شبکه   ی. شبکه شودی نظر گرفته م

هدف در    یشبکه  وزن   ی حاضر،. در مطالعه شودیم  یندتر بروزرسان وزن آن کُ

که    ،هدف Q ری مقاد  ب،یترت  نی. به اشده است  یروزرسانبار آموزش ب  100هر  

  یثابت باق  ،دور  نیچند  یبرا  شوند،یاستفاده م  یاصل  یشبکه   یبروزرسان  یبرا

 [17].دنآموزش کمک کن  تید به تثبنتوانکه می   ،مانندیم

تابع    بی تقر  یبرا   یعصب  یشبکه   کی از    معمولاً  ق،یعم  تی تقو  یر یادگیدر    .2

اقدام در    کی انجام    یکه پاداش موردانتظار را برا  ،شود یاستفاده م Q مقدار

را به دو    یعصب  یدوئل، شبکه   ی. شبکه زندیم  نیمشخص تخم  تی وضع  کی

  ت یتابع مز  نیتخم(  2؛  تیتابع مقدار وضع  نیتخم  (1:  کندی م  میبخش تقس

  ی را برا  ندهیپاداش موردانتظار در آ   ت،ی. تابع مقدار وضع تیاقدام وابسته به وضع

اقدام،    تیکه تابع مز   یزند، در حالیم  نی تخم  نیمع  تیوضع  کی قرارگرفتن در  

 Aمزیتتابع    ارتباطد.  زنیم  نیتخم  تی هر اقدام را در آن وضع  ینسب  تیاهم

 شود: می   فیتعر  9ی  رابطه به صورت    Qا مقدار و توابع  ب

(9) ( , ) ( , ) ( )A s a Q s a V s
  

= −    

 نیز برقرار است:   10ی  رابطه   ذکر است که  انیشا 

(10) ( )[ ( , )] 0a sE A s a
 =    

 . قیعم يتیتقو  یریادگیدر مدل  شدهاستفاده یابرپارامترها .  1جدول 

Hyper 

parameters 

Max 

speed 

(m/s) 

Demand 

(vph) Discount 

rate 

Batch 

size 

Memory 

size 

Replace 

number 

Batch size 

(phasing 

type) 

Memory size  

(phasing type) 

Low High 

Value 15 1000 2000 0.8 252 10000 100 64 2000 
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م  آن  اخیر  روش  یه د یفا شبکه  که  وضع  تواندیاست  کدام  که    هات یبفهمد 

هر اقدام    ریباشد تأث  ازی(، بدون آنکه نشتریب  Q  ریمقاد   یارزشمند هستند )دارا 

  ی طی در شرا   یبهتر  استیکه س   شودیم  سبب  لذا.  ردیبگ  ادی   تیرا در هر وضع

، عملکرد  ی مذکور مقدار مشابه دارند، داشته باشد. شبکه   هااز اقدام   یار ی که بس

 [ 18].دارد  یمعمول  یعصب  یشبکه   کی نسبت به    یبهتر

ارزش    توانیدوئل دوگانه م  قیعم  یتیتقو  یر یادگی  تمیبه کمک الگور  ن،یبنابرا

پا  هایاقدام  را در  ن  یاه یثان  10  یزمان  یهاگام   انیممکن  انتها  ز یو  هر    یدر 

  های اخیر یم ارزش را انتخاب کرد. تصم  ن یشتر یدست آورد و اقدام با ببه   کلیس

مح داده    یسازه ی شب  طیبه  وضع  شوندمی انتقال  بر  چراغ   تیو  در  تقاطع  دار 

 اثرگذار خواهند بود.    ندهیآ  یزمان   یهاگام 

 نتایج عددی .3
تراف چراغ  شدار  چراغ تقاطع    یکدر    یکیکنترل  کمک    ،یقی تطب  یوه یبه  به 

کننده  . عملکرد کنترل شده است  یبررسیادگیری تقویتی عمیق و با دو رویکرد  

شبکه  دوگانهبا  دوئل  مقا  ی  با  چراغ    یبرا  یسازه یشب  جینتا  سه یدر  کنترل 

هر  و  یق یکنترل تطب . درشده است یابیارز یادگیری تقویتی عمیقبا  یکیتراف

لحاظ شده است.   هی ثان 50 ی آن،بیشینه و  10زمان سبز  یکمینه ، دو رویکرد

زرد   هم    3زمان  قرمز  تمام  زمان  مدت  است.    2و  شده  لحاظ    ار یمعثانیه 

  ییه نقل  ئطتعداد کل وسا  نیز طول صف خودروها بوده است، که  شدهاستفاده 

. ی رویکردها بوده است همه   برای  ساعته  1سازی  هر شبیه   در پایانشده  متوقف

همان گونه    .شده استتوقف در نظر گرفته    ،هیمتر بر ثان  1/0سرعت کمتر از  

یادگیری  نوع    دو  انیمطول صف    ارائه شده است،  2  در جدول  که الگوریتم 

  جدولدر    .ستا  شده  سهی تقاضا مقا   زانیو م  عی مختلف توز  یهادر حالت   تقویتی

تجمع  زانیمی  مقایسه   ز ین  3 الگور   یکاهش طول صف  دوگانه    تمیدر  دوئل 

  ارائه شده تقاضا    زانیو م  عیمختلف توز   یها درحالت   قیعم  Q  یشبکه   نسبت به

  یساز ه یهر ساعت شب  انی خودروها در پا  ی، طول صف تجمع6است. در شکل  

و عبور    یسازه یشب   یساعت از اجرا  کی   انگرینما  ،زود ی. هر اپشودمشاهده می 

و مشاهده    یافتهبهبود    یریادگی  ندایفر  زودها، یتعداد اپ  شیت. با افزاس خودروها

از    یبهتر  یها ی وجتر، خرمناسب   یهاکه با حرکت به سمت انتخاب   شده است

عملکرد مدل    درمثبت تجربه    ریتأث  گرروند نشان   نی. ا شودی حاصل م  سازه یشب

به نمودارها اجد  جینتا  مطابق  است.  کی تراف  یساز نه یدر  و  صف    یول  طول 

 

 

 

 

 ( تقاضای یکنواخت و کم؛ aمیان دو الگوریتم یادگیری تقویتي: )خودروها  ی طول صف. مقایسه6شکل 

(b )و کم ریمتغ یتقاضا( ؛c تقاضای یکنواخت و )( زیاد؛d )زیاد.و  ریمتغ یتقاضا 

 

  در تمیدو نوع الگور انیم يتجمعطول صف   یهسیمقا.  2جدول 

 .تقاضا  زانیو م عیمختلف توز  یهاحالت

Cumulative Queue Length (Vehicles) 
Demand 

volume Low  High  

Demand 

Distribution Uniform Weibull Uniform Weibull 

DQN 9939 22940 49465 56459 

3DQN 6597 12053 16001 41616 

  تمیالگور در يتجمع صف طول کاهش  زانیم  یهسیمقا  .3 جدول

 . تقاضا زانیو م عیمختلف توز یها درحالت قیعم Qدوئل دوگانه نسبت به 

Reduction in the cumulative queue length using the 

3DQN 
Demand 

volume 
Low  High  

Demand 

Distribution 
Uniform Weibull Uniform Weibull 

Reduction 
 )%( 33.63 47.46 67.65 26.29 

 

b a 

c d 
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منعطف    یبه روش فازبند   یقی کنترل تطب  که  مشخص است  6خودروها در شکل  

  ی با فازبند  یق ینسبت به کنترل تطب  یبهتر  جیدوئل دوگانه نتا  تمیکمک الگور  به

  یارها ی مع  گری. دداده استنشان    DQN  یتیتقو   یری ادگیدر حالت    منعطف

  بررسی است که در    این تذکر لازم.  انده را نشان داد   یروند مشابه  زین  یابی ارز

  یجه یعنوان نتمراحل به   یانیپا   ٪5اعداد    نیانگیم  ،نمودارها و استخراج نتایج

تقو  یریادگی علاوهاندشده فرض    یتی عامل  ا.  صف  ،  7شکل  در    ،نیبر  طول 

  ساده  قیعم  یت یتقو   یریادگی   و  دوگانه  دوئل  تمیالگور که از    یخودروها در صورت

است. در    شده  سهیتقاضا مقا   زان یو م  عیمختلف توز   یهاشود، در حالت   استفاده

از الگور   یکیچراغ تراف  یه کنندکنترل   ری ، تأث7شکل     یر یادگی  تمیبا استفاده 

  ی ریادگی  یه کنند کنترل   یسازه یشب  جی با نتا  سهی دوئل دوگانه در مقا  یتیتقو 

  ئط وسا  یطول صف تجمع   لی نشان داده شده است. پس از تحل  Q  قیعم  یتیتقو 

  ی مذکور کیتراف  ترکه مقدار پارام  شده است، مشاهده  ذکرشده  در تقاطع  هینقل

  Q  قیعم  یتیتقو   یر یادگینسبت به    یشنهاد یپ  یکننده با استفاده از کنترل 

 است.  افتهیکاهش  

 گیرینتیجه .4
در    شرفتهیپ  یها از روش   یکی که    ،ییچراغ راهنما  یقی با استفاده از کنترل تطب

زمان    یاطور قابل ملاحظه به   توانی م  رود،ی به شمار م  یشهر   ک یتراف تی ریمد

  یریگبا بهره   مذکور  دار را کاهش داد. روشچراغ   یهاانتظار خودروها در تقاطع 

الگور    یک یتراف  طی را براساس شرا  زچراغ سب  ی ها زمان   ،ی سازنه یبه  یهاتم یاز 

  یگردش   هایت حرک   انیبر نرخ جر  ی حاضر،. مطالعه سازدیم  نهیبه  یالحظه 

هر فاز در   یبرا  نهیزمان سبز به ،یت یتقو ی ریادگیو با استفاده از   داشتهتمرکز  

تع  کی را  چهارراه  است  نییتقاطع  اعلاوه  .کرده  تداخل    یبرا  ن،یبر  کاهش 

منعطف در    یفازبند  یمخالف، نوع  یهاان یخودروها با جر   یگردش  هایت حرک

  دهد ی اجازه م  یتیتقو   یریادگ ی   گریعامل د   کی که به    ،نظر گرفته شده است

کاهش    یبرا  ن،یانتخاب کند. بنابرا   کلی را در هر س   ینوع فازبند  نیترمناسب 

 تا  2  یکمینه از    تواندی م  کلی هر س  یفازها  ادزمان انتظار خودروها، تعد  شتریب

 

 

  کل ی از فازها در هر س  یمناسب  بیترک  جه،یفاز متفاوت باشد. در نت  4ی  بیشینه 

  ت یبسته به زمان روز و سطح فعال  ، ، کنترل تقاطعاخیر  با روش  .دی آی دست مبه

  ریمتغ  طی ، سازگارشدن با شرا آنهدف    و  کندی م  رییدر هر تقاطع، تغ  کیتراف

 ت. اس  کیتراف

در نوشتار حاضر، دو نوع الگوریتم یادگیری تقویتی عمیق پیشنهاد شده است.  

و    قیعم  Q  یشبکه  دوگانه،استاندارد  الگور   یبی ترک  که  دوئل    یهاتم یاز 

هدف    یشبکه   کی از    ی ذکرشدهدوگانه و دوئل است. شبکه   Q  قیعم  یشبکه 

و هدف    شدهینیبش یپ  Q  ریمقاد  نیب  یآموزش و کاهش خطا   تیتثب  یبرا

  ری مقاد   شود،یم  یندتر بروزرسانکه وزن آن کُ  ،هدف  ی. شبکه کندیاستفاده م

Q   دوئل    یشبکه   گر،ید   ی. از سو داردی چند دور ثابت نگه م  یهدف را برا

تابع مقدار    نیتخم  یبرا   یکی :  کندیم  م یرا به دو بخش تقس  یعصب  یشبکه 

، پاداش موردانتظار  اخیر  اقدام. دو تابع  تی تابع مز  نیتخم  یبرا  یگریو د  تیوضع

منظور ارزیابی عملکرد  به  .زنندیم  نیهر اقدام را تخم  ینسب  تیو اهم  ندهیدر آ

نیز    DQN  یشبکه   کی  از Q ریبرداشت مقادبرای    الگوریتم دوئل دوگانه،

اهداف پژوهش  دنیرس  یبرا  یشنهادی پ  یهاتم یالگور   استفاده شده است.   به 

مح  حاضر شد  پایتون   یس ینوبرنامه  طیدر  طر  .انده کد    ی سازه ی زشبیر  قیاز 

SUMO   ه استشد   نشان داده نویسی در تعامل مکرر است،  که با محیط برنامه  

  یی کارا  ،بردی می دوئل دوگانه بهره  پیشنهادی که از شبکه   یکننده که کنترل 

ی  با شبکه   کنندهاز کنترل   شتری، بطول صف تجمعی  اریرا از نظر مع  کیتراف

   .بخشیده استبهبود    جیرا عصبی  

صورت  به   انیآمده، اگر حجم خودروها کم باشد و جردست به  جیتوجه به نتا  با

استفاده از شبکه   ریمتغ توز  دوئل دوگانه مؤثرتر  یعبور کند،    کنواختی  عی از 

بالا حجم  در  الگور  یاست.  جر   مذکور  تمی خودروها،  حالت    کنواخت ی  انیدر 

در دو    یکاهش طول صف تجمع  زانیم  یبررس  نیدارد. همچن  یعملکرد بهتر

  یوقت  کنواخت،ی   انیکه در حالت جر   دهدینشان م  ریو متغ  کنواختی  عی نوع توز

  عی که در توز   یوجود دارد. در حال  یشتریباشد، کاهش ب  ادیحجم خودروها ز 

باشد، عملکرد الگور   ی چه حجم عبور  هر  ر،یمتغ دوئل دوگانه بهتر    تمیکمتر 

 . شودیم

  ، یطول صف تجمع  یعنی   ار،ی مع  کی  یبرا   فقط  یسازنه ی، بهی حاضردر مطالعه 

  یگر ید  یریگاندازه قابل   اری حال، امکان گنجاندن هر مع  نیانجام شده است. با ا

فرآ از روش  یساز نه یبه  ندیدر  استفاده  به  ی ذکرشدههابا  دارد.  عبارت  وجود 

تا عامل    ،کرد   فیتعر  اریچند مع  یصورت جمع وزنپاداش را به  توانی م  گر،ید

تصم  یتیتقو   یریادگی دهد.  یبهتر  یهای ریگم یبتواند  از    گرید   یکی   انجام 

م منطقه   تواندی بهبودها  باشد.    کی نزد   نگیپارک  یدرنظرگرفتن  تقاطع  به 

لحاظ    یدر انتخاب نوع فازبند   تواندیم  زین  ادهیعبور عابران پ  ریتأث  ن،یهمچن

از    یاتقاطع منفرد، شبکه   کیتمرکز بر    یبه جا  توانیم  ،مطالعات آتی در  شود.  

 در نظر گرفت.   زیها را نمتقابل آن  آثارو    کرد  یها را بررستقاطع 
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